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Abstract Visual tracking has attracted a significant attention in the last few decades. The recent surge in the number of publications on tracking-related problems have made it almost impossible to follow the developments in the field. One of the reasons is that there is a lack of commonly accepted annotated data-sets and standardized evaluation protocols that would allow objective comparison of different tracking methods. To address this issue, the Visual Object Tracking (VOT) challenge and workshop was organized in conjunction with ICCV2013. Researchers from academia as well as industry were invited to participate in the first VOT2013 challenge which aimed at single-object visual trackers that do not apply pre-learned models of object appearance (model-free). In this paper we provide an overview of the VOT2013 challenge, point out its main results and document the additional previously unpublished experiments and results.

1 Introduction

Visual tracking is a rapidly evolving field of computer vision that has been increasingly attracting attention of the vision community. One reason is that it offers many challenges as a scientific problem. Second, it is a part of many higher-level problems of computer vision, such as motion analysis, event detection and activity understanding. Furthermore, the steady advance of HW/SW technology in terms of computational power, form factor and price, opens vast applicability for tracking algorithms. Applications include surveillance systems, transport, sports analytics, medical imaging, mobile robotics, film post-production and human-computer interfaces. Due to their large application domain, single-object trackers that do not apply pre-learned models of object appearance (model-free) are of particular interest. The activity in the field is reflected by the abundance of new tracking algorithms presented and evaluated in journals and at conferences, and summarized in the many survey papers, e.g., [13, 29, 11, 17, 30, 43, 26]. However, despite the efforts invested in proposing new trackers, the field suffers from a lack of established methodology for objective comparison.

One of the most influential performance analysis efforts for object tracking is PETS (Performance Evaluation of Tracking and Surveillance) [44]. The first PETS workshop that took place in 2000, aimed at evaluation of visual tracking algorithms for surveillance applications. However, its focus gradually shifted to high-level event interpretation algorithms. Other frameworks and datasets have been presented since, but these focussed on evaluation of surveillance systems and event detection, e.g., CAVIAR, i-LIDS, ETISEO, change detection [15], sports analytics (e.g., CVBASE), or specialized on tracking specific objects like faces, e.g., FERET [33] and [20]. In general, the evaluation of new tracking algorithms, and their comparison to the state-of-the-art, depends on three essential components: (1) an evaluation system, (2) a dataset, (3) performance evaluation measures.

Evaluation system For objective and rigorous evaluation, an evaluation system that performs the same experiment on different trackers using the same dataset is required. Ideally, the system should support multiple programming platforms and easy integration of new trackers. Furthermore, a certain level of interaction with the tracker is desirable, for instance to allow for detection of tracking failures. Currently, the most notable and general systems are the ODViS [18], VIVID [4] and ViPER [8] toolkits. These, however, do not allow for interaction with the tracker. Recently, Wu et al. [41] have performed a large-scale benchmark of several trackers and developed an evaluation kit that allows integration of third-party trackers as well. However, in our experience, the integration is not straightforward due to a lack of standardization of the input/output communication between the tracker and the evaluation kit.

Dataset A trend has emerged in the single-object model-free tracking community to test newly proposed trackers on larger datasets that include different real-life visual phenomena like occlusion, clutter and illumination change. As a consequence, various authors nowadays compare their trackers on many publicly-available sequences, of which some have become a de-facto standard in evaluation of new trackers. However, many of these sequences lack a standard ground truth labeling, which makes comparison of proposed
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algorithms difficult. Furthermore, authors usually do not use datasets with various visual phenomena equally represented. In fact, many popular sequences exhibit the same visual phenomenon, which makes the results biased toward some particular types of the phenomena. To address this issue, Wu et al. [41] annotated each sequence with several visual attributes and report tracker performance with respect to each attribute separately. For example, a sequence is annotated as “occlusion” if the target is occluded anywhere in the sequence, etc. However, visual phenomena like occlusion do not usually last throughout the entire sequence. For example, an occlusion might occur at the end of the sequence, while a tracker might fail due to some other effects occurring at the beginning of the sequence. In this case, the failure would be falsely attributed to occlusion. Thus a per-frame dataset labeling is required to facilitate a more precise analysis.

Performance measures. A wealth of performance measures have been proposed for single-object tracker evaluation. These range from basic measures like center error [34], region overlap [25], tracking length [24] and failure rate [22, 21] to more sophisticated measures, such as CoTPS [31], which combine several measures into a single measure. A nice property of the combined measures is that they provide a single score to rank the trackers. A downside is that they offer little insight into the tracker performance. In this respect the basic measures, or their simple derivatives, are preferred as they usually offer a straight-forward interpretation. While some authors choose several basic measures to compare their trackers, the recent study [37] has shown that many measures are correlated and do not reflect different aspects of tracking performance. In this respect, choosing a large number of measures may in fact again bias results toward some particular aspects of tracking performance.

VOT2013. In order to address the above stated issues, the Visual Object Tracking (VOT2013) challenge was organized. Its aim was to provide an evaluation platform that goes beyond the current state-of-the-art. In particular, the authors of the challenge have compiled a labeled dataset collected from widely used sequences showing a balanced set of various objects and scenes. All the sequences are labeled per-frame with different visual attributes to aid a less biased analysis of the tracking results. An evaluation kit5 was developed in Matlab/Octave that automatically performs experiments on a tracker using the provided dataset. A new tracker performance comparison protocol based on basic performance measures was also proposed. A significant novelty of the proposed evaluation protocol was that it explicitly addresses the statistical significance of the results and addresses the equivalence of trackers. A dedicated VOT2013 homepage6 has been set up, from which the dataset, the evaluation kit and the results are publicly available. The authors of tracking algorithms have an opportunity to publish their source code at the VOT homepage as well, thus pushing the field of visual tracking towards reproducible research. The results of the challenge have been presented at the VOT2013 workshop in conjunction with the ICCV2013 and documented in the supporting paper [23]. In this paper we provide an overview of the VOT2013 challenge with a particular focus on the evaluation methodology and provide additional results that have not been published in [23].

2 Summary of the challenge

The VOT2013 challenge targets single-object, single-camera, short-term causal trackers. The tracker is initialized in the beginning of a sequence using the ground truth bounding box and is required to predict a single bounding box of the target for each frame of the sequence. Causality requires the tracker to solely process the frames from the initialization up to the current frame without using any information from the future frames. Whenever the tracker fails, a complete reinitialization is performed so that any previously learned information (such as appearance and dynamics) is discarded. The challenge consists of three experiments:

- Baseline: Ground truth bounding boxes are used for initialization.
- Noise: Randomly perturbed bounding boxes are used for initialization, where the perturbation is in order of ten percent of the ground truth bounding box size.
- Grayscale: Color information is removed from the sequences.

The evaluation kit runs each tracker 15 times on each experiment to obtain a better statistic of the tracking performance.

3 The dataset

While we could in principle collect all the sequences from existing datasets into a new dataset, we note that a big dataset does not necessarily mean rich in visual properties. In fact, many sequences may be visually similar and would not contribute to diversification of the dataset, while they would significantly prolong the execution of the experiments. We have therefore applied an approach that would lead to a dataset that includes various visual phenomena, while containing a small number of sequences to keep the time for performing the experiments reasonably low.

We collected a large pool of sequences that have been used by various authors in the tracking community and computed six global attributes on each sequence: The illumination change as the maximal difference in object intensity; the object size change as the average of sequential differences in the ground-truth bounding box size; the object motion as the average of changes in bounding box center over the frames; clutter as the histogram difference within and outside the ground truth bounding box; camera motion as the per-pixel average difference outside the bounding box; blur was measured by a camera focus measure. Thus, each sequence was encoded as a 6-dimensional feature vector. We clustered the sequences using the affinity propagation [10] into 16 clusters. From each cluster a single sequence was manually selected. Thus the VOT 2013 dataset consists of 16 sequences.

Since the bounding boxes were annotated by various authors, there was no common guideline for the process of
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manually annotating the sequences. It seemed that most authors followed the strategy of maintaining a high foreground/background ratio within the bounding box (at least $> 60\%$). In most cases, this ratio is quite high since the upright bounding box tightly fits the target. But in some cases, (e.g., the gymnastics sequence) where an elongated target is rotating significantly, the bounding box contains a large portion of the background at some frames as well. After inspecting all the bounding box annotations, we have re-annotated those sequences in which the original annotations were out of place.

Additionally, we manually or semi-manually labeled each frame in each selected sequence with five visual attributes that reflect a particular challenge in appearance degradation: occlusion, illumination change, motion change, size change and camera motion. In case a particular frame did not correspond to any of the five degradations, we denoted it as non-degraded.

4 Evaluation methodology

There exists an abundance of performance measures in the field of visual tracking (e.g., [40, 32, 15, 20, 41]). Our approach to choosing the performance measures was the interpretability of the measures while selecting as few measures as possible to provide a clear comparison among trackers. Based on the recent analysis of widely-used performance measures [37] we have chosen two weakly-correlated measures: (i) accuracy and (ii) robustness.

The accuracy measures how well the bounding box predicted by the tracker overlaps with the ground truth bounding box. The tracking accuracy at time-step $t$ is defined as the overlap between the tracker predicted bounding box $A_t^T$ and the ground truth bounding box $A_t^G$

$$\phi_t = \frac{A_t^G \cap A_t^T}{A_t^G \cup A_t^T}. \quad (1)$$

On the other hand, the robustness was measured by the failure rate measure, which counts the number of times the tracker drifted from the target and had to be reinitialized. A failure is indicated as soon the overlap measure (Eq. 1) drops to zero.

The reinitialization of trackers might introduce a bias into the performance measures. Typically, if a tracker fails at a particular frame it will likely fail again immediately after reinitialization. To reduce this bias, we re-initialize the tracker five frames after the failure. This number was determined experimentally on a separate dataset. A similar bias occurs in the accuracy measure, as the overlap measure in the frames right after the initialization are biased towards higher values for several frames (burn-in period, Figure 1). In a preliminary study we have determined by a large-scale experiment that the burn-in period is approximately ten frames. For the computation of accuracy, frames in the burn-in periods are ignored.

A tracker is run on each sequence 15 times in to obtain a better statistic on its performance. In particular, let $\Phi_t(i,k)$ denote the accuracy of $i$-th tracker at frame $t$ at experiment repetition $k$. The per frame accuracy is obtained by taking the average over these, i.e., $\Phi_t(i) = \frac{1}{N_{rep}} \sum_{k=1}^{N_{rep}} \Phi_t(i,k)$. The average accuracy of the $i$-th tracker, $\rho_A(i)$, over some set of $N_{valid}$ valid frames is then calculated as the average of per-frame accuracies

$$\rho_A(i) = \frac{1}{N_{valid}} \sum_{j=1}^{N_{valid}} \Phi_j(i). \quad (2)$$

In contrast to accuracy measurements, we obtain a single measure of robustness per experiment repetition. Let $F(i,k)$ be the number of times the $i$-th tracker failed in the experiment repetition $k$ over a set of frames. The average robustness of the $i$-th tracker is then

$$\rho_R(i) = \frac{1}{N_{rep}} \sum_{k=1}^{N_{rep}} F(i,k). \quad (3)$$

Note that in the dataset some attributes are more frequently presented than the others, which would introduce a bias into the results. To address this, we calculate the accuracy (2) and robustness (3) separately for each attribute. For a particular attribute we calculate the two measures only on the subset of frames in the dataset that contain that attribute (attribute subset). To compare different trackers one might average the accuracy and robustness over all the attribute subset frames. However, these will likely be at a different scale across the attribute sequences in which case direct averaging of performance measures is not appropriate. Instead, we have developed a ranking-based methodology akin to [6, 9, 15]. We start by ranking all the trackers with respect to each measure on each attribute subset separately. Let $r(i,a,m)$ be the rank of the $i$-th tracker on the attribute subset $a$ using the performance measure $m$, which can either be accuracy (A) or robustness (R). Now we can calculate the average rank for the $i$-th tracker by averaging over the attributes $r(i,m) = \frac{1}{N_{att}} \sum_{a=1}^{N_{att}} r(i,a,m)$. Giving an equal weight to each performance measure, we average the two corresponding rankings as

$$r(i) = \frac{1}{2} \sum_{m \in \{A,R\}} r(i,m). \quad (4)$$

The averaging over attribute subsets assures that every attribute contributes equally to the final ranking. Since the frequency of the attributes is uneven and some frames contain several attributes, it means that some frames contribute more than the other to the final rank. This is a subtlety that might not be immediately apparent, but has to be kept in mind when interpreting the results.
A group of trackers may perform equally well on a given attribute subset, in which case they should be assigned an equal rank. In particular, after ranking trackers on an attribute set, we calculate for each $i$-th tracker its corrected rank as follows. We determine for each tracker, indexed by $i$, a group of equivalent trackers, which contains the $i$-th tracker as well as any tracker that performed equally well as the selected tracker. The corrected rank of the $i$-th tracker is then calculated as the average of the ranks in the group of equivalent trackers. Note that this equality is not transitive.

To determine for each tracker the group of equivalent trackers, we require an objective measure of equivalence on a given sequence. In case of accuracy measure, a per-frame accuracy is available for each tracker. One way to gauge equivalence in this case is to apply a paired test to determine whether the difference in accuracies is statistically significant. In case the differences are distributed normally, the Student’s t-test, which is often used in the aeronautical tracking research [3], is the appropriate choice. However, in a preliminary study we have applied Anderson-Darling tests of normality [1] and have observed that the accuracies in frames are not always distributed normally, which might render the t-test inappropriate. As an alternative, we apply the Wilcoxon Signed-Rank test as in [6]. In case of robustness, we obtain several measurements of the number of times the tracker failed over the entire sequence in different runs. However, these cannot be paired, and we use the Wilcoxon Rank-Sum (also known as Mann-Whitney U-test) [6] instead to test the difference in the average number of failures.

When establishing equivalence, we have to keep in mind that statistical significance of performance differences does not directly imply a practical difference [12]. One would have to define a maximal difference in performance of two trackers at which both trackers are said to perform practically equally well. By varying the practical difference from zero to 0.1 we have not observed significant changes in ranking. However, since we could not find clear means to objectively define this difference, we reserve our methodology only to testing the statistical significance of the differences.

5 Result analysis

In the following section we overview the results of the VOT2013 challenge. We briefly overview the results from [23] and focus on results that were not yet published.

5.1 Submitted trackers

In total 27 trackers were evaluated for the challenge, 19 original submissions and 8 baseline well-known trackers that were contributed by the VOT committee. In interest of space, we cite [23] for all trackers submitted and/or presented at VOT2013. We also refer the reader to the appendix of the VOT supporting paper [23] for short descriptions. The set of trackers was very diverse, ranging from trackers that use background-subtraction (MORP [23], STMT [23]), are based on optical-flow or motion cues (FoT [39], TLD [19], SwATrack [27]), key-points (SCTT [23], Matrioska [28]), use complex generative (IVT [34], MS [5], CCMS [23], DFT [35], ORIA [42], EDFT [23], AIF [23], CACTuS-FL [12], PIS-S [45], SwATrack) or discriminative (MIL[2], STRUCK [16], PLT [23], CT [46], RDET [23], ASAM [23], GSDT [23]) models to trackers that use geometrical constellation of parts (HT [14], LGT [38], LGT++ [23], LT-FLO [23]).

5.2 Conclusions for the challenge experiments

We overview only the major conclusions for experiments 1, 2 and 3 and refer the reader to [23] for further details. For reference, we show the accuracy-robustness rank plots in Figure 2. Averaging ranks across all three basic experiments, the top performing trackers were PLT, FoT, EDFT, LGT++ and LT-FLO. The top performing PLT is a single-scale, detection-based tracker that applies online structural SVM on color and grayscale pixels and grayscale derivatives. In all experiments the PLT achieved best robustness, however in the Baseline and Noise experiment, the part-based LGT++ and the original LGT tightly followed. The three trackers (PLT, LGT++ and LGT) perform well even in noisy initializations, but in accuracy, the top performing tracker on average was FoT, followed by SCTT and a RANSAC-based edge tracker LT-FLO. We have noticed that the top ranked trackers in the averaged ranks remain at the top also with respect to each attribute separately, with two exceptions. When considering the size change, the best robustness is still achieved by PLT, however, the trackers that yield best trade-off between the robustness and accuracy are the LGT++ and the size-adaptive mean shift tracker CCMS. When considering occlusion, the PLT and STRUCK seem to share the first place in the best trade-off. Note that the evaluation kit was also measuring the tracker speed during the experiments. Since the trackers were coded in different programming languages and run on different machines, the measurements are not directly comparable. However, two trackers stood out in performance. These were the PLT and FoT, whose speed was higher than 150fps.

We ranked the individual types of visual degradation according to the tracking difficulty they present to the tested trackers. Our results imply that the subsequences that do not contain any specific degradation present little difficulty for the trackers in general. Most trackers do not fail on such intervals and achieve best average overlap. On the other hand, camera motion is the hardest degradation in this respect. One way to explain this is that most trackers focus primarily on appearance changes of the target and do not explicitly account for changing background. Note that camera motion does not necessarily imply that the object is significantly changing position in the image frame. For accuracy, the hardest degradation is the change of object size. This is plausible as many trackers do not adapt in this respect and sacrifice their accuracy for a more stable visual model that is more accurate in situations where the size of the target does not change.

In summary, the sparse discriminative tracker PLT seems
to address the robustness quite well, despite that it does not adapt the target size, which reduces its accuracy when the size of the tracked object is significantly changing. On the other hand, the part-based trackers with a rigid part constellation yield a better accuracy at reduced robustness. The robustness is increased with part-based models that relax the constellation, but this on average comes at a cost of significant drop in accuracy.

5.3 Additional experiments

In addition to the official challenge experiments, the VOT committee has also performed four additional experiments on the top five submitted entries that had been attached a working executable version of the tracker. The aim of the first experiment was to evaluate the effect of the failure threshold on the overall ranking outcome. The remaining four experiments were designed to offer further insights into the tracker performance.

5.3.1 Effects of the failure threshold

Recall that the evaluation kit proclaimed a failure if the overlap between the predicted and ground-truth bounding box became zero. To study how increasing the threshold affects the ranking of the trackers, we have repeated the baseline experiment with thresholds $0.1$ and $0.2$. The results are shown in Figure 3. We have observed that the failure rate increased with the threshold, however, the increase is approximately the same for all five trackers. From Figure 3 we see that the two top performing trackers do not change rank, but there is a slight change in ranking of the last three trackers. This change is due to ranking change in the accuracy rankings, since the practical difference in accuracy is in fact small for these trackers. We can conclude that the applied ranking scheme is sufficiently stable across reasonable values of failure thresholds.

5.3.2 Sequence degradation

We have considered four diverse challenging scenarios of sequence degradation:

- **Empty frames**: The adaptability of the employed visual models is tested by replacing every fifth frame in the sequence by a black image.
- ** Skipping frames**: To simulate frame-drops that can occur in video transmission, the original sequences were modified by removing every third frame from the sequence.
- **Reduction of image size**: To study how the size of the target affects the tracking, the size of the images is reduced by $60\%$.
- **Reversed sequence**: To test the importance of the specific sequence of events in the sequence, the order of the frames is reversed.

The overall results for the four additional results above are shown in Figure 4. In all but one experiment the ranking results do not change a lot, meaning that the trackers are equally well adapted to these degradations. In the experiment with black frames, the performance of the FoT and PLT significantly decreased relative to other trackers, while the performance of EDFT relatively increased. Note that the absolute performance decreased for all trackers, but this reduction was greater for FoT and PLT than it was for EDFT. The significant jump in ranking for the FoT can be explained by the way this tracker adapts its visual model. In particular, the FoT performs full adaptation in each frame. Once a black frame occurs the visual model becomes completely corrupted, which leads to failure. In case of PLT the decrease is most likely a result of fixed color model that is initialized at the first frame and is used to determine regions that most likely belong to the object. Once a black frame arrives, the discriminative power of model is rendered useless,
which, may lead to unreparable false adaptations of the visual model. EDFT on the other hand is better suited for this kind of changes, likely because of lazy adaptation of the visual model and a well designed motion model, which help it to survive short-term image degradations.

5.4 Sequence analysis

The second part of our analysis focused on the selected sequences. In particular, we have first analyzed the difficulty of each sequence presented to the trackers. Namely, for each sequence we have recorded if a particular tracker fails at least once at a particular frame. Using this approach we have constructed for each sequence a scatterplot of failures over each tracker (see the example in Figure 5). We visualize the level of difficulty for each sequence by summing the scatterplots vertically. This yields the failure curve (e.g., Figure 6a,b,c,d) which shows how many trackers failed at each frame. From these curves we derive two objective measures of sequence difficulty: \textit{area} and \textit{max}. The \textit{area} is just the sum of frame-wise values from the failure curve normalized by the number of frames, while the \textit{max} is the maximum on this curve, i.e. the maximal number of failed trackers in a frame. While the \textit{area} indicates the average level of difficulty of a sequence, the \textit{max} is localized and focuses on a particular frame that presented most difficult part of the sequence. For example, the \textit{area} in the failure curve for the David sequence (Figure 6a) is smaller than the \textit{area} for the woman sequence (Figure 6b), which suggests that david sequence is less challenging than the woman sequence. Furthermore, a significant peak in the woman sequence (frame 565) suggests that this sequence contains a subsequence which is challenging to most of the trackers.

Table 1 summarizes the \textit{area} and \textit{max} values for all sequences.

Given the measures of \textit{area}, we intuitively clustered the remaining 15 sequences by hand into three clusters according to their level of difficulty: Hard, Intermediate, Easy. The results are summarized in Table 1. david, face, bicycle, juice, jump, car and cup sequences do not present a significant challenge to most of the trackers; on average, less than a single tracker fails. Surprisingly the david sequence (Figure 6a) shows a small \textit{area} in this study, although the sequence is usually considered in literature to be challenging.

Table 1: The sequence analysis results. The area under the failure curve (area), the maximal number of simultaneously failed trackers (max), the frame number with maximum number of failures (frame), and the difficulty label (difficulty).

<table>
<thead>
<tr>
<th>sequence</th>
<th>area</th>
<th>max</th>
<th>frame</th>
<th>difficulty</th>
</tr>
</thead>
<tbody>
<tr>
<td>bolt</td>
<td>4.28</td>
<td>13</td>
<td>242</td>
<td>hard</td>
</tr>
<tr>
<td>diving</td>
<td>4.23</td>
<td>9</td>
<td>105</td>
<td>hard</td>
</tr>
<tr>
<td>hand</td>
<td>4.22</td>
<td>14</td>
<td>51</td>
<td>hard</td>
</tr>
<tr>
<td>gymnastics</td>
<td>3.13</td>
<td>12</td>
<td>98</td>
<td>interm.</td>
</tr>
<tr>
<td>woman</td>
<td>2.86</td>
<td>15</td>
<td>565</td>
<td>interm.</td>
</tr>
<tr>
<td>sunshade</td>
<td>2.79</td>
<td>11</td>
<td>85</td>
<td>interm.</td>
</tr>
<tr>
<td>torus</td>
<td>2.67</td>
<td>8</td>
<td>189</td>
<td>interm.</td>
</tr>
<tr>
<td>iceskater</td>
<td>2.38</td>
<td>6</td>
<td>227</td>
<td>interm.</td>
</tr>
<tr>
<td>singer</td>
<td>1.68</td>
<td>4</td>
<td>268</td>
<td>interm./easy</td>
</tr>
<tr>
<td>david</td>
<td>1.36</td>
<td>4</td>
<td>337</td>
<td>easy</td>
</tr>
<tr>
<td>face</td>
<td>1.22</td>
<td>3</td>
<td>140</td>
<td>easy</td>
</tr>
<tr>
<td>bicycle</td>
<td>1.22</td>
<td>11</td>
<td>178</td>
<td>easy</td>
</tr>
<tr>
<td>juice</td>
<td>1.12</td>
<td>4</td>
<td>242</td>
<td>easy</td>
</tr>
<tr>
<td>jump</td>
<td>0.93</td>
<td>4</td>
<td>203</td>
<td>easy</td>
</tr>
<tr>
<td>car</td>
<td>0.92</td>
<td>5</td>
<td>253</td>
<td>easy</td>
</tr>
<tr>
<td>cup</td>
<td>0.22</td>
<td>2</td>
<td>232</td>
<td>easy</td>
</tr>
</tbody>
</table>

Figure 6: Failure curves for david, woman, bicycle and bolt sequences.
failure curve. Here, an object occlusion happens and immediately after that, the tracked object is partially covered by a shadow. A large peak is also present in the challenging Bolt sequence (Figure 6d) at frame 242. Almost half of the trackers fail here. A closer look at the frame and its neighboring frames shows significant object motion between frames as a cause of failures.

6 Conclusions and Future Work

This paper reviewed the VOT2013 challenge and its results. The challenge provides an evaluation kit comprising an evaluation protocol and dataset of 16 sequences which allows simple and objective tracker comparison. VOT2013 also provides attributes such as illumination change, occlusion, etc. on frame level for each sequence. First results show that trackers tend to specialize either for robustness or accuracy. None of the trackers consistently outperformed the others by all measures at all sequence attributes. It is currently impossible to conclusively say what kind of tracker design works best in general, however, there is some evidence showing that accuracy tends to be better for the trackers that do not apply global models, but rather split their visual models into parts. On the other hand, robustness is pretty much achieved by discriminative learning where variants of Structured SVM, e.g. PLT, seems very promising. The analysis of our dataset showed that some sequences are challenging on average, other sequences are very challenging at particular frames and some of them were well tackled by all the trackers. While we believe that it is difficult to overfit a tracker to a visually diverse dataset, tuning parameters may very likely contribute to higher ranks. Because of this unavoidable dependence on implementation and parameter tuning, care has to be taken when deciding for or against a new tracker based on performance scores. Rather than wagering decision on absolute scores, comparative evaluation should be used to position trackers against baseline implementations and further focus on detailed analysis per visual properties. Our future work will focus on revising and carefully enriching the dataset with new sequences, e.g. including sequences from related datasets like the recent [36] with the aim of significantly increasing diversity while keeping the number of sequences on a useful level. We also intend to improve the evaluation kit, allowing faster execution of more complex experiments. Our work will focus on organizing further VOT challenges and pushing towards a standard for tracker comparison.
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